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FIELD

The present invention is related to the security of elec-
tronic devices and systems.

BACKGROUND

Millions of people utilize mobile and non-mobile elec-
tronic devices, such as smartphones, tablets, laptop comput-
ers and desktop computers, in order to perform various
activities. Such activities may include, for example, brows-
ing the Internet, sending and receiving electronic mail
(email) messages, taking photographs and videos, engaging
in a video conference or a chat session, playing games, or the
like.

Some activities may be privileged, or may require authen-
tication of the user in order to ensure that only an authorized
user engages in the activity. For example, a user may be
required to enter a username and a password in order to
access an email account, or in order to access an online
banking interface or website.

SUMMARY

The present invention may include, for example, systems,
devices, and methods for detecting identity of a user of an
electronic device; for determining whether or not an elec-
tronic device is being used by a fraudulent user or by a
legitimate user; and/or for differentiating among users of a
computerized service or among users of an electronic
device.

Some embodiments of the present invention may com-
prise devices, systems, and methods of detecting user iden-
tity, differentiating between users of a computerized service,
and detecting a possible attacker.

For example, the present invention may differentiate
between: (i) a genuine user or legitimate user or authorized
user, who directly utilizes a real-world computing device in
order to access a service or a remote server; and (ii) an
attacker or hacker or “fraudster” or unauthorized user who
accesses the service or the remote server by utilizing a
Virtual Machine (VM) which runs on top of (or within) a
VM host or a VM monitor (VMM).

The present invention may provide other and/or additional
benefits or advantages.

BRIEF DESCRIPTION OF THE DRAWINGS

For simplicity and clarity of illustration, elements shown
in the figures have not necessarily been drawn to scale. For
example, the dimensions of some of the elements may be
exaggerated relative to other elements for clarity of presen-
tation. Furthermore, reference numerals may be repeated
among the figures to indicate corresponding or analogous
elements or components. The figures are listed below.

FIG. 1A is a schematic block-diagram illustration of a
system, in accordance with some demonstrative embodi-
ments of the present invention;
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FIG. 1B is a schematic block-diagram illustration of
another system, in accordance with some demonstrative
embodiments of the present invention;

FIG. 2 is a schematic block-diagram illustration of
another system, in accordance with some demonstrative
embodiments of the present invention;

FIG. 3 is a schematic block-diagram illustration of a fraud
detection sub-system, in accordance with some demonstra-
tive embodiments of the present invention;

FIG. 4 is a schematic block-diagram illustration of
another fraud detection sub-system, in accordance with
some demonstrative embodiments of the present invention;

FIG. 5 is a schematic block-diagram illustration of still
another fraud detection sub-system, in accordance with
some demonstrative embodiments of the present invention.

DETAILED DESCRIPTION OF THE PRESENT
INVENTION

In the following detailed description, numerous specific
details are set forth in order to provide a thorough under-
standing of some embodiments. However, it will be under-
stood by persons of ordinary skill in the art that some
embodiments may be practiced without these specific
details. In other instances, well-known methods, procedures,
components, units and/or circuits have not been described in
detail so as not to obscure the discussion.

Applicants have realized that some hackers and fraudulent
users may utilize a Virtual Machine (VM) running on top of
a hypervisor or VM Monitor (VMM), in order to perform or
to facilitate fraudulent activity. The VM, or multiple VMs,
may be used by a hacker or attacker for attacking, or
carrying out malicious activities on, a remote system or
remote computer. Each VM may have a unique or different
“fingerprint”, and/or may mimic or imitate to some extent
one or more characteristics of a the victim’s computerized
environment (e.g., Operating System type and/or version,
browser, utilization of a stolen “cookie” file or “cookie”
data-item, or the like); thereby allowing the hacker or
attacker to avoid being detected or captured by security
applications that are device-oriented or that are based on
identification of Device-ID, by security applications which
track devices or computers that had been known in the past
to engage in hacking activities or attacks against the current
system or other systems.

Applicants have further realized that a hacker may per-
form “cloning” or duplication of a computer (or computing
environment) of a legitimate user, in order to imitate the
legitimate user or in order to pretend being the legitimate
user, thereby avoiding the requirement to perform an authen-
tication process (e.g., after the legitimate user performs
authentication towards the service provider, such as a bank-
ing website or electronic commerce website; and such that
the cloned environment may already contain a cloned or
copied authentication key or “cookie” that indicates to the
server that the client is logged-in or authenticated). Addi-
tionally, a hacker may utilize VM technology in order to
create, define and/or utilize a large number of VMs running
on relatively small computers or servers, thereby obviating
the need for the hacker to acquire and operate numerous
physical devices by utilizing virtualization instead.

The present invention may detect activity performed by a
VM, for example, based on identifying different feedback or
reaction from a mouse or keyboard or other input unit;
and/or by identifying differences between the VM and the
computer on top of which the VM is running (“the hosting
environment”).
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For demonstrative purposes, some portions of the discus-
sion herein may relate to differentiation between: (A) a
legitimate or authorized human user, and (B) an unauthor-
ized user, or attacker, or cyber-attacker, who utilizes a VM
in order to access a computerized service and/or while
posing as if he is the legitimate authorized user. However,
the present invention, and the modules and operations
describe herein, may also be used, similarly, in order to
differentiate between: (i) a human user that interacts with a
computerized service directly, without a VM, without a
VMM, without a virtualized environment, by using a non-
virtualized platform; and (ii) another human user, who may
be a cyber-attacker but may not necessarily be a cyber-
attacker, who utilizes a VM and/or VMM and/or virtualized
environment to access the computerized service, without
necessarily cyber-attacking the computerized service (e.g.,
may be a human user that attempts to access the computer-
ized service via a VM for testing purposes, or for grabbing
data or copying data, or for learning or probing the features
or the elements of the computerized service).

Reference is made to FIG. 1A, which is a schematic
block-diagram illustration of a system 180 in accordance
with some demonstrative embodiments of the present inven-
tion. System 180 may comprise, for example: an end-user
device 181 able to communicate (directly or indirectly) with
a server 182 of a computerized service. The interactions
between end-user device 181 and server 182 may be moni-
tored by an interactions monitoring module 183, may be
stored in an interactions log 184, and may be analyzed by an
interactions analyzer 185. The interactions analyzer 185
may be associated with, or may comprise, a legitimate
user/VM differentiator 186, which may optionally comprise
one or more of sub-systems 200, 300, 400 and/or 500 that
are described herein; and/or may implement one or more
other differentiating operations or methods that are
described herein. The output of the legitimate user/VM
differentiator 186 may be transferred to an optional fraud
estimator 188, which may estimate an aggregated threat-
level or fraud-score associated with the particular user or
session or account; and which may accordingly trigger a
fraud mitigation module 189 to perform one or more fraud
mitigation operations.

System 180 may be implemented by using suitable hard-
ware components and/or software modules, which may be
co-located or may be distributed over multiple locations or
multiple devices. Components and/or modules of system
180 may interact or communicate over one or more wireless
communication links, wired communication links, cellular
communication, client/server architecture, peer-to-peer
architecture, or the like.

Reference is made to FIG. 1B, which is a schematic
block-diagram illustration of a system 100 in accordance
with some demonstrative embodiments of the present inven-
tion. System 100 may comprise, for example, an input unit
119, an output unit 118, a user interactions sampling/moni-
toring module 102, a user-specific feature extraction module
101, a database 103 to store user profiles 117, an ad-hoc or
current user profile 116, a comparator/matching module 104,
a user identity determination module 105, a Fraud Detection
Module (FDM) 111, and a fraud mitigation module 106.

System 100 may monitor interactions of a user with a
computerized service, for example, user interactions per-
formed via an input unit 119 (e.g., mouse, keyboard, stylus,
touch-screen) and an output unit 118 (e.g., monitor, screen,
touch-screen) that the user utilizes for such interactions at
the user’s computing device (e.g., smartphone, tablet, laptop
computer, desktop computer, or other electronic device). For
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example, a user interactions monitoring/sampling module
102 may monitor all user interactions via the input unit 119
and/or the output unit 118; and may record, log, track,
capture, or otherwise sample such user interactions; and/or
may otherwise collect user interaction data.

In a demonstrative implementation, for example, an end-
user may utilize a computing device or an electronic device
in order to launch a Web browser and browse to a website
or web-based application of a computerized service (e.g., a
banking website, a brokerage website, an online merchant,
an electronic commerce website). The web-server of the
computerized service may serve code, for example HTML
code, that the Web browser of the end-user device may parse
and may display and/or execute. In accordance with the
present invention, for example, a JavaScript code or code-
portion may be served to the Web-browser of the end-user
device; or may otherwise be “called from” or loaded from an
HTML page that is served to the end-user device. The
JavaScript code may operate as a “silent key-logger” mod-
ule, and may monitor and track and log all the user inter-
actions via keyboard, mouse, touch-screen, and/or other
input units, as well as their timing; and may write or upload
or send such information to the web-server or to a third-party
server in which the user interactions monitoring/sampling
module 102 may reside. In some embodiments, such “silent
key-logger” may be implemented such that it logs or records
or stores or uploads to the server, or analyzes, only anony-
mous data, or only data that excludes the actual content of
user interactions, or only data that on its own does not enable
identification of the user or of the content that the user types;
e.g., by logging or storing only the data-entry rate or timing,
or the key-presses rate or timing, and while not storing (or
while discarding) the actual key-presses or content types; for
example, logging and storing that the user typed eight
characters in two seconds, rather than logging and typing
that the user types the word “Jonathan” in two seconds. The
data describing the user interactions may be sent or
uploaded, for example, every pre-defined time interval (e.g.,
every second, or every 3 or 5 or 10 seconds), or once a buffer
of interactions is filled (e.g., once 20 keystrokes are logged;
once 6 mouse-clicks are logged). Other suitable methods
may be used to monitor and log user interactions.

The user interaction data may enable a user-specific
feature extraction module 101 to extract or estimate or
determine or calculate user-specific features that character-
ize the interaction and which are unique to the user (or,
which are probably unique to the user). The user-specific
feature extraction module 101 may store in a database 103
multiple user profiles 117, corresponding to various users of
the computerized service. A user may have a single stored
profile 117; or a user may have multiple stored profiles 117
that correspond to multiple usage sessions of that user (e.g.,
across multiple days; or across multiple usage sessions that
begin with a log-in and end with a log-out or a time-out).

Once a user accesses (or attempts to access) the comput-
erized service, and/or during the access of the user to the
computerized service, the user interaction monitoring/sam-
pling module 102 may monitor or sample the current user
interactions; and the user-specific feature extraction module
101 may optionally create a current or ad-hoc user profile
116 that characterizes the user-specific features that are
currently exhibited in the current session of user interac-
tions.

A comparator/matching module 104 may compare or
match, between: (i) values of user-specific features that are
extracted in a current user session (or user interaction), and
(i) values of respective previously-captured or previously-
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extracted user-specific features (of the current user, and/or of
other users, and/or of pre-defined sets of values that corre-
spond to known automated scripts or “bots”). In some
implementations, the comparator/matching module 104 may
compare between the current ad-hoc user profile 116, and
one or more previously-stored user profiles 117 that are
stored in the database 103.

If the comparator/matching module 104 determines that
one or more features, or a set of features, that characterize
the current interaction session of the current user, does not
match those features as extracted in previous interaction
session(s) of that user, then, a possible-fraud signal may be
generated and may be sent or transmitted to other modules
of the system 100 and/or to particular recipients.

Additionally or alternatively, the comparator/matching
module 104 may compare the features characterizing the
current session of the current user, to features characterizing
known automatic fraudulent mechanisms, known as mal-
ware or “bot” mechanisms, or other pre-defined data, in
order to determine that, possibly or certainly, the current user
is actually a non-genuine user and/or is accessing the service
via a fraudulent mechanism.

In some embodiments, the comparator/matching module
104 may comprise, or may operate in association with, a
Fraud Detection Module (FDM) 111, which may comprise
(or may be implemented as) one or more sub-modules, as
described herein.

In some embodiments, the output of the comparator/
matching module 104 may be taken into account in combi-
nation with other information that the fraud detection mod-
ule 111 may determine to be relevant or pertinent, for
example, security information, user information, meta-data,
session data, risk factors, or other indicators (e.g., the IP
address of the user; whether or not the user is attempting to
perform a high-risk activity such as a wire transfer; whether
or not the user is attempting to perform a new type of activity
that this user did not perform in the past at all, or did not
perform in the past 1 or 3 or 6 or 12 months or other
time-period; or the like).

The combined factors and data may be taken into account
by a user identity determination module 105, which may
determine whether or not the current user is a fraudster or is
possibly a fraudster. The user identity determination module
105 may trigger or activate a fraud mitigation module 106
able to perform one or more fraud mitigating steps based on
that determination; for example, by requiring the current
user to respond to a challenge, to answer security
question(s), to contact customer service by phone, to per-
form a two-step authentication or two-factor authentication,
or the like.

System 100 and/or system 180 may be implemented by
using suitable hardware components and/or software mod-
ules, which may be co-located or may be distributed over
multiple locations or multiple devices. Components and/or
modules of system 100 and/or system 180 may interact or
communicate over one or more wireless communication
links, wired communication links, cellular communication,
client/server architecture, peer-to-peer architecture, or the
like

Reference is made to FIG. 2, which is a schematic
block-diagram illustration of a system 200 in accordance
with some demonstrative embodiments of the present inven-
tion. System 200 may comprise a computerized service
platform 210 able to communicate (e.g., via wireless com-
munication links, via wired communication links, over the
Internet, over TCP/IP or other protocols, over cellular net-
work, or the like) with one or more end-user devices, for
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example, end-user device 201 (e.g., operated by a legitimate
user or authorized user) and end-user device 202 (e.g.,
operated by an attacker or hacker or fraudulent user). In
accordance with the present invention, a Fraud Detection
Module (FDM), or multiple FDMs, may be utilized in order
to detect fraud or possible fraud, and/or in order to differ-
entiate between (a) end-user device 201 operated by a
legitimate user, and (b) end-user device 202 operated by an
attacker.

Computerized service platform 210 may comprise, for
example, a Web server 211, an application server 212, and
a database 213 which may provide a service to remote
user(s) that operate remote device(s). Such service may be,
for example, banking service, brokerage service, financial
service, electronic commerce or e-commerce service, infor-
mation service, entertainment service, or the like.

End-user device 201 may be operated by a legitimate user.
End-user device 201 may utilize an Operating System (OS)
231, which may enable the user to utilize one or more
installed software applications, for example, an application
232, a web browser 233, or the like. The OS 231 interacts
with hardware components of end-user device 201, either
directly or via OS driver(s), in a non-virtualized way.

In contrast, end-user device 202 may be operated by an
attacker. For example, end-user device 202 may comprise a
first OS 241 (e.g., Linux), on which a Virtual Machine
Monitor (VMM) 242 or Virtual Machine (VM) Hosting
Environment may be installed and may run. The VMM 242
may create and may control a Virtual Machine (VM) 243, for
example, having a second OS 244 (e.g., Windows) and
having one or more applications (e.g., an application 245, a
web browser 246, or the like). The applications that run
within the VM 243 do not interact directly with the hardware
of end-user device 241; rather, the VMM 242 handles such
interactions on their behalf.

One or more components of system 200 may comprise an
FDM module. For example, in some implementations, com-
puterized service platform 210 may comprise therein an
FDM 255A; or may be associate with (or coupled to) an
external FDM 255D. Additionally or alternatively, FDM(s)
may monitor communications between end-user devices and
the computerized service platform 210; for example, FDM
255C may monitor communications between end-user
device 201 and computerized service platform 210; and
similarly, FDM 255D may monitor communications
between end-user device 202 and computerized service
platform 210. In some implementations, the FDM may be
implemented as part of end-user device, or as part of the OS
or application or web-browser that runs on the end-user
device. Each one of the FDM(s) 255A-255D (or other FDM
which may be located elsewhere in system 200) may per-
form fraud detection, and/or may differentiate between
legitimate user of end-user device 201 and fraudulent user of
end-user device 202; and/or may differentiate between end-
user device 201 which operates in a non-virtualized envi-
ronment, and end-user device 202 which operates utilizing
a VM or in a virtualized environment.

Reference is made to FIG. 3, which is a schematic
block-diagram illustration of a fraud detection sub-system
300 in accordance with some demonstrative embodiments of
the present invention. Sub-system 300 may operate to detect
activity or fraudulent activity that is performed by an
attacker via a Virtual Machine (VM), or by a set or batch or
group of VMs. Sub-system 300 may be implemented as part
of, or as a sub-module of, the FDM(s) of FIG. 2, the system
200 of FIG. 2, the fraud detection module 111 of FIG. 1B,
the system 100 of FIG. 1B, the system 180 of FIG. 1A, the
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legitimate user/VM differentiator 186 of FIG. 1A, and/or
other suitable systems or modules.

Fraud-detection sub-system 300 may comprise, for
example: a communication interference generator 301; a
packet duplicator 302; an error code inserter 303; a network
congestion generator 304; a slow transport generator 305; a
latency/delay generator 306; a packet dropper 307; a
response-to-communication-interference analyzer 321; and
a VM existence estimation module 322.

Fraud detection sub-system 300 may comprise one or
more security applications or electronic services which may
inject or may introduce, for example, small interferences in
the communication between the service and the user’s
device. For example, a communication interference genera-
tor 301 may generate and/or inject and/or introduce small
interferences in the communication between the service and
the user’s device. In some embodiments, a packet duplicator
module 302 may intentionally perform duplication of sent
packet(s), or may cause the sending of multiple identical
packets, as a communication interference. In some embodi-
ments, an error code inserter module 303 may cause inten-
tional insertion of error codes into a communication session
or communication message that is transmitted to (or
responded to) a user device. A network congestion generator
304 may create one or more network conditions that mimic
or reflect network congestion, at pre-defined time intervals,
or at pseudo-random time intervals. Similarly, a slow trans-
port generation module 305 may cause the online service to
slow-down the transport of data to the user, mimicking a
slow network condition, at pre-defined times or time-inter-
vals, or at pseudo-random times or time-intervals. A latency/
delay generator 306 may artificially inject latency or
delay(s) into particular communications, or at pre-defined
times or time-intervals, or at pseudo-random times or time-
intervals. A packet dropper module 307 may intentionally
drop a packet (or a set of consecutive packets, or a group of
non-consecutive packets), or may mimic or imitate the
accidental dropping or loss of such packet(s), from an
ongoing communication session between a server and the
user’s computer.

Fraud detection sub-system 300 may additionally com-
prise a response to communication interference analyzer 321
and a VM existence estimation module 322. Response-to-
communication-interference analyzer 321 may operate to
track and monitor the response of the end-user device to the
generated communication interference or abnormality and to
analyze the response and its characteristics in order to
determine whether or not the end-user device is a VM based
on the fact that VM(s) respond in a different manner to such
communication interferences, compared to the response of a
human user that directly utilizes a physical computing
device. For example, one or more of such injected commu-
nication interferences may force the hosting environment
(which hosts a VM 1in it, or on it) to expose its existence,
thereby indicating that a VM is running on top of the hosting
environment. Other suitable modules may identify, for
example, that the activity received from the user originates
from a VM, rather than from a human user, as described
herein.

Applicants have realized that in a usage session that
involves virtualization, there is a greater amount or greater
number of components that are involved in communication:
the physical Network Interface Card (NIC) (or modem, or
wireless modem, or other suitable adaptor or interface
adapter); a driver supplied by the manufacturer of the
physical NIC; a driver or application of the hypervisor (for
example, “esx” from VMware); a virtual driver that the
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hypervisor provides to the VM; a driver of the VM itself
(e.g., as Windows XP). The VM existence estimation mod-
ule 322 may detect that one or more, or all, of these
components are involved in the communication session,
based on, for example, their handling of communication
interferences, error codes, network congestion, slow trans-
port, latency or delays, or the like.

In a demonstrative implementation, the system may mea-
sure the time it takes for the “user”—be it the legitimate
human user, or a cyber-attacker operating a VM posing as
the legitimate human user—to respond to various interfer-
ences or communication errors that may be intentionally
introduced to the communication session; such as, non-
responsiveness of the website or web-page or service that is
being accessed, a response that includes errors or that
appears to be erroneous, an “invalid” or improper response
from the website or web-page or service being accessed, or
the like. Analysis of the reaction (e.g., as detailed herein)
may point to the possibility that the “user” is actually or
more-probably a VM running within or on top a hosting
environment or VMM, rather than a human user interacting
directly with a computing device.

Some implementations may monitor and/or identify the
response from the end-user device (a real-world computer
operated directly by a human user, or a VM hosted on top of
a hosting environment) to such intentionally-introduced
interference; for example, whether re-send or re-submit
operation were performed, whether the communication ses-
sion (or website, or web-page) was abandoned or dropped,
whether one or more parameters or characteristics of the
communication session was changed in response to the
interference (e.g., resizing or maximizing of the window
size), or the like.

In some implementations, for example, the system may
intentionally drop or disregard an incoming packet, and may
inspect whether or not the packet is re-sent, what is the
period of time that elapses until such re-sending, and/or
detect traffic incoming from a bot-net; optionally using such
methods in order to detect an Application Denial-of-Service
(DOS) attack.

Reference is made to FIG. 4, which is a schematic
block-diagram illustration of a fraud detection sub-system
400 in accordance with some demonstrative embodiments of
the present invention. Sub-system 400 may operate to detect
activity or fraudulent activity that is performed by an
attacker via a Virtual Machine (VM), or by a set or batch or
group of VMs. Sub-system 400 may be implemented as part
of, or as a sub-module of, the FDM(s) of FIG. 2, the system
200 of FIG. 2, the fraud detection module 111 of FIG. 1B,
the system 100 of FIG. 1B, the system 180 of FIG. 1A, the
legitimate user/VM differentiator 186 of FIG. 1A, and/or
other suitable systems or modules.

Fraud-detection sub-system 400 may comprise, for
example: a stack-based VM estimator 419; a TTL measurer
418; a TCP window-size measurer 417; an abnormal net-
work conditions generator 425; a stack profile generator
428; a stack profiles repository 427; a stack profile com-
parator 429; a stack-components comparator 430; and a
weighting module 431.

As demonstrated in FIG. 4, some embodiments may
utilize a Stack-based VM estimator 419 to detect and/or
identify differences among VM versus non-VM implemen-
tations; which may take into account that a stack of one
operating system (e.g., Microsoft Windows) is different
from the stack of another operating system (e.g., Linux), and
that stacks of different versions of an OS (such as Windows
XP versus Windows 8) are different from each other. This
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may affect other measurable characteristics, such as, for
example, Time-To-Live (TTL) of packets which may be
measured or tracked by a TTL measurer 418 (e.g., by
inspecting “Expires” header or “Expires” field in packets or
HTTP headers or HTTP packets, or in a “cookie”; or using
other TTL measurement techniques). Accordingly, each
implementation may depend on the OS type, on the version
of the OS or some of its components (e.g., kernel version),
on the patching level of the OS, and on other (e.g., default)
configuration parameters of that OS; for example, the TCP
window size in Linux of a particular version may be X,
whereas the TCP window size in Linux of another version
(or, of Microsoft Windows 7) may be Y, and these param-
eters may be tracked or measured by a TCP window size
measurer 417; thereby assisting the Stack-based VM esti-
mator 419 to detect VM or non-VM users.

In accordance with the present invention, a computing
system may be assembled and configured; for example, to
comprise various configurations and various setups of vari-
ous VMs, having different hypervisors, different OS types
and/or OS versions, different NICs or network cards, or the
like. The system may further comprise an abnormal network
conditions generator 425 able to generate interference or
abnormality or error in particular communication network
conditions or characteristics (e.g., delays, error codes, net-
work congestion). The system may additionally comprise
real-life non-virtualized computing platforms, to be used for
comparison purposes against the various VMs. The abnor-
mal network conditions generator 425 may generate abnor-
mal network conditions or communication interferences
based on a “fuzzy logic” algorithm; and/or based on specific
pre-defined interference scenarios, for example, by using
advanced settings of TCP or irregular settings for establish-
ing TCP connection, introducing packet loss, irregular pack-
ets, invalid packets, erroneous packets, dropped packets,
duplicate packets, or the like.

Optionally, a stack profiles repository 427 may be used to
store multiple profiles or multiple “signatures™ of various
computing stacks (e.g., a set of computing elements that
consists of an operating system, kernel version, drivers,
hardware components that are used, TCP parameters,
browser version, or the like). A stack profile generator 428
may be used to generate profiles or signatures to a variety of
computing platforms, including real-life computing plat-
forms as well as various VMs that are hosted on various
hosting environments or VMMs; and such stack profiles
may be stored in the stack profiles repository 427; each
profile or signature may include a unique arrangement or
aggregation of indicators corresponding to the above-men-
tioned computing elements (e.g., represented as a long string
or bit-stream, indicating operating system, kernel version,
browser version, or the like). Subsequently, when an end-
user device connects or attempts to connect to a service, the
stack profile generator 427 may generate an ad-hoc stack
profile for that end-user device, and a stack profile com-
parator 429 may compare the current ad-hock stack profile
to previously-stored stack profiles in the stack profile reposi-
tory 427. The comparison may yield a match between the
current ad-hoc computing stack profile, and a pre-stored
computing stack profile of a real-world computing platform
that is known to be authentic and non-VM, thereby indicat-
ing that a VM is most probably not involved in the current
communication session. Alternatively, the comparison may
yield a match between the current ad-hoc computing stack
profile, and a pre-stored computing stack profile that is
associated with a VM or with a hosted environment or
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VMM, thereby indicating that a VM is most probably
involved in the current communication session.

The system may check each interference scenario, against
each VM and against each non-virtualized platform; and
may detect differences with regard to functional parameters,
performance time, delays, the content that is actually trans-
ported (payload, metadata, control data), the particular tim-
ing of transport of data items, and other parameters, in order
to detect differences between VM and non-VM users. For
example, a stack-components comparator 430 may compare
the value of each tracked parameter or component, with
pre-stored values of real-world (non-virtualized) compo-
nents and virtualized components; and a weighting module
431 may generate a weighted score indicating whether the
entirety of the computing stack, based on the weighted
aggregation of its discrete components, tends to be closer to
matching a virtualized platform (a VM) or a non-virtualized
platform (a real-world hardware computer). The weights
may be pre-defined or pre-allocated (e.g., using a lookup
table or other weights list), or the weights may be imple-
mented as weight-parameters in a weighted fraud-score (or
risk level, or threat level) formula which may be calculated.

Based on the insights of the comprehensive system, such
communication interference module(s) may be integrated as
part of the actual service or website or web-service or online
service; and may generate the particular interference(s) that
would allow the system to detect that a “user” interacting
with the service is actually a VM and not a direct human user
(namely, a human user that utilizes a non-virtualized plat-
form).

Reference is made to FIG. 5, which is a schematic
block-diagram illustration of a fraud detection sub-system
500 in accordance with some demonstrative embodiments of
the present invention. Sub-system 500 may operate to detect
activity or fraudulent activity that is performed by an
attacker via a Virtual Machine (VM), or by a set or batch or
group of VMs. Sub-system 500 may be implemented as part
of, or as a sub-module of, the FDM(s) of FIG. 2, the system
200 of FIG. 2, the fraud detection module 111 of FIG. 1B,
the system 100 of FIG. 1B, the system 180 of FIG. 1A, the
legitimate user/VM differentiator 186 of FIG. 1A, and/or
other suitable systems or modules.

Fraud-detection sub-system 500 may comprise, for
example: a resource-overloading module 533; a resource
performance estimator 534; a processing core(s) estimator
535; a communication interference generator 501; an addi-
tional packet handler estimator 510; a layer-of-handler esti-
mator 515; a NAT/Bridged estimator 514; and a direct
access tester 517.

As demonstrated in FIG. 5, the present invention may
identify that the user of a service is actually utilizing a VM,
by estimating and/or determining the number of processing
cores and/or CPU cores and/or processing resources that are
associated with the user. Applicants have realized that some
hackers often create VMs that are relatively weak in terms
of processing power or processing resources, and that are
allocated only some and not all of the processing resources
of the hosting environment; and/or that many VMs are
defined or created by using a “default” setting of a single-
core machine (e.g., even if the hosting computer is a
dual-core or multiple-core machine). The system may utilize
a resource-overloading module 533 in order to intentionally
run CPU-intensive or processing-intensive parallel compu-
tations or calculations, and may utilize a resource perfor-
mance estimator 534 to measure or estimate the CPU
strength and/or the processor core count that are associated
with the user-side device; which in turn may be indicative of
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whether or not the end-user device is a (typically-weaker)
virtualized environment (e.g., based on the time or process-
ing-cycles or memory, which are actually used in order to
complete a processing task or other resource-examining
task). Optionally, the number of processing core(s) of the
end-user device may be estimated or determined by a
processing core(s) estimator 535, based on the performance
of the end-user device in response to processing-intensive
tasks that may be generated by the resource-overloading
module 533. In some implementations, an estimate that the
user-side machine has extensive processing resources and/or
utilizes more than one processing core (e.g., may contribute
to (or may base) a determination that the user is not a VM.
In some implementations, an estimate that the user-side
machine has low processing resources and/or utilizes a
single processing core, may contribute to (or may base) a
determination that the user is actually a VM and not a human
user. Other characteristics may be measured or estimated, by
using JavaScript or other methods, and other indicators may
be used for identifying a VM and/or for supporting a
possible decision that the user is actually a VM.

Applicants have realized that some attackers or hackers
may utilize a VM in order to imitate or mimic or emulate
another computer or another computing platform; for
example, in order to create an impression towards a server
computer of a service, as if the attacker’s computer (which
is a VM) is identical to or similar to the real-world computer
(or computing device) of the victim (the real user, whose
identity the attacker is imitating; or whose user account the
attacker is trying to fraudulently access); and/or in order to
create an impression towards a server computer of a service,
as if the attacker’s computer (which is a VM) is different
from the real-world computer that the attacker utilizes.
Accordingly, an attacker that wishes to pose as a victim user,
or that wishes to pose as a different (non-attacker) user, may
utilize a VM that may mimic or imitate characteristic of a
victim computer or of a non-attacker computer. The present
invention may utilize one or more methods or modules, in
order to expose the fact that there is inconsistency, or
incompatibility or mismatch, between (a) the characteristics
of the computer that appears to be accessing the server, and
(b) the characteristics of the computer that is actually
accessing the server as they are inferred or deduced from the
behavior of such computer in response to injected real-time
communication errors or interferences.

The present invention may thus determine, identity and/or
estimate, that there is an additional or alternate “handler”
which handles or manipulates the communication packet;
instead of or in addition to the expected, single “handler” of
communication packets. Based on the responses to one or
more injected communication interferences, an Additional
Packet Handler estimator 510 may estimate or determine the
existence of such additional packet handler, which may be or
may include, for example, the physical NIC or network card
of the computer hardware that hosts (or monitors) the VM
and/or the driver of the hypervisor, or the Operating System
that hosts the VM or the like. For example, the Additional
Packet Handler Estimator 510 may estimate or may deter-
mine that the characteristics of the virtual NIC or the virtual
network card (of the VM), or the virtual OS (of the VM), are
characteristics that are typically associated with a VM and
not with a real-world computing platform that runs directly
on hardware (without a VMM); thereby estimating that
probably a VM is being used to access the service or the
server.

In some implementations, any packet that reaches the
VM, is handled by one additional handler or by two (or
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more) additional handlers, namely, additional component(s)
that are not present in the communication flow when a
real-world computer is utilized (without a VM); and such
packet(s) are handled by particular software modules that
are part of the VM software (e.g., a virtualized network card,
a virtualized driver of a virtualized OS).

Applicants have realized that in some implementations,
the VMM or hypervisor is often defined by utilizing Net-
work Address Translation (NAT), as a network element in
Layer 2, rather than by utilizing bridged networking.
Accordingly, a NAT/Bridged Estimator 514 may estimate
that a client device is utilizing NAT networking, rather than
bridged networking; and may utilize this to determine or
estimate that the client device is actually a VM running on
top of a VMM, rather than a real-world computer that
directly runs on hardware.

In some implementations a Layer of Handler estimator
515 may analyze the communications data and/or meta-data
in order to estimate, at which layer of the communication
session are packets being handled by the user’s device, or at
which layer of the communication session are communica-
tion errors being handled by the user’s device. For example,
a communication interference generator 501 may inject or
generate or introduce communication interferences or abnor-
malities; and the Layer of Handler estimator 515 may
identify or may estimate that lower-layer elements or mod-
ules are handling such interferences or errors, thereby indi-
cating that a VMM is handling such interferences or errors
(and not transferring such errors or interferences to handling
by the VM itself).

Applicants have realized that typically, a VM may not be
capable of directly accessing a graphics card (or other
graphic-processing hardware element) of the host computer
on which the VM is hosted; whereas a non-VM environment
may typically be capable of directly accessing the graphics
card (or other graphic-processing hardware element).
Accordingly, a Direct Access Tester 517 may attempt to
directly access the graphics card of the end-user device, by
utilizing one or more suitable algorithms or functions (e.g.,
by using or invoking WebGLWorker or other suitable func-
tions), and may examine the success or failure of such
attempt for direct access in order to deduce the possible
existence of a VM.

In a demonstrative embodiment, for example, the Direct
Access Tester 217 may utilize WebGLWorker (or other
suitable function) in order to attempt to draw on the screen
(e.g., on the actual screen of the end-user device, or on an
invisible screen or a software-side screen that is not visible
by the user) a pre-defined or randomly-selected visual item
that typically requires direct access to the graphics card (e.g.,
a three-dimensional rotating cube or cuboid or box). If the
attempt is successful, namely, the particular graphic element
is successtully drawn, then the Direct Access Tester 517 may
determine that the end-user device is not a VM (or, is
most-probably not a VM); whereas, if the attempt fails,
namely, the particular graphic element fails to be drawn,
then the Direct Access Tester 517 may determine that the
end-user device is actually a VM running on top of a VMM.

In accordance with some embodiments of the present
invention, a method may comprise: determining whether a
user, who utilizes a computing device to interact with a
computerized service, (A) is a user interacting with a non-
virtualized computing device, or (B) is a Virtual Machine
(VM) running on top of a Virtual Machine Monitor (VMM);
wherein the determining comprises: generating and intro-
ducing an interference into a communication session
between the computerized service and the computing
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device; monitoring response of the computing device to said
interference; based on the monitored response, determining
whether said user, who utilizes the computing device to
interact with a computerized service, (A) is a user interacting
with a non-virtualized computing device, or (B) is a Virtual
Machine (VM) running on top of a Virtual Machine Monitor
(VMM).

In some embodiments, generating the interference com-
prises duplicating a packet in said communication session
between the computerized service and the computing
device; wherein the determining comprises: based on the
response of the computing device to said interference of a
duplicated packet, determining whether said user, who uti-
lizes the computing device to interact with a computerized
service, (A) is a user interacting with a non-virtualized
computing device, or (B) is a Virtual Machine (VM) running
on top of a Virtual Machine Monitor (VMM).

In some embodiments, generating the interference com-
prises intentionally dropping a packet in said communica-
tion session between the computerized service and the
computing device; wherein the determining comprises:
based on the response of the computing device to said
interference of a dropped packet, determining whether said
user, who utilizes the computing device to interact with a
computerized service, (A) is a user interacting with a non-
virtualized computing device, or (B) is a Virtual Machine
(VM) running on top of a Virtual Machine Monitor (VMM).

In some embodiments, generating the interference com-
prises inserting an error code into said communication
session between the computerized service and the comput-
ing device; wherein the determining comprises: based on the
response of the computing device to said interference of
error code insertion, determining whether said user, who
utilizes the computing device to interact with a computer-
ized service, (A) is a user interacting with a non-virtualized
computing device, or (B) is a Virtual Machine (VM) running
on top of a Virtual Machine Monitor (VMM).

In some embodiments, generating the interference com-
prises generating network congestion in said communication
session between the computerized service and the comput-
ing device; wherein the determining comprises: based on the
response of the computing device to said interference of
network congestion, determining whether said user, who
utilizes the computing device to interact with a computer-
ized service, (A) is a user interacting with a non-virtualized
computing device, or (B) is a Virtual Machine (VM) running
on top of a Virtual Machine Monitor (VMM).

In some embodiments, generating the interference com-
prises slowing-down network transport in said communica-
tion session between the computerized service and the
computing device; wherein the determining comprises:
based on the response of the computing device to said
interference of slowed-down network transport, determining
whether said user, who utilizes the computing device to
interact with a computerized service, (A) is a user interacting
with a non-virtualized computing device, or (B) is a Virtual
Machine (VM) running on top of a Virtual Machine Monitor
(VMM).

In some embodiments, generating the interference com-
prises generating latency in said communication session
between the computerized service and the computing
device; wherein the determining comprises: based on the
response of the computing device to said interference of
latency, determining whether said user, who utilizes the
computing device to interact with a computerized service,
(A) is a user interacting with a non-virtualized computing
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device, or (B) is a Virtual Machine (VM) running on top of
a Virtual Machine Monitor (VMM).

In some embodiments, generating the interference com-
prises generating a communication error that causes a Vir-
tual Machine Monitor (VMM) to handle the communication
error without passing the communication error for handling
by an underlying Virtual Machine (VM); based on the
handling of said communication error, determining that the
computing device is a Virtual Machine (VM) running on a
Virtual Machine Monitor (VMM).

In some embodiments, the method may comprise: gener-
ating a communication error that causes a packet to be
handled by both (i) a virtualized network card of a Virtual
Machine (VM), and (ii) a hardware network card of a
computer on which said Virtual Machine (VM) is running;
detecting dual-handling of said packet due to said commu-
nication error; based on said dual-handling, determining that
said computing device is a Virtual Machine (VM).

In some embodiments, the method may comprise: gener-
ating a communication error that causes a packet to be
handled by both (i) a virtualized driver of a Virtual Machine
(VM), and (ii) a non-virtualized driver of a computer on
which said Virtual Machine (VM) is running; detecting
dual-handling of said packet due to said communication
error; based on said dual-handling, determining that said
computing device is a Virtual Machine (VM).

In some embodiments, the method may comprise: deter-
mining whether said computing device is defined by utiliz-
ing Network Address Translation (NAT) or by utilizing
bridged networking; based on a determination that said
computing device is defined by utilizing Network Address
Translation (NAT), determining that said computing device
is a Virtual Machine (VM).

In some embodiments, the method may comprise: gener-
ating a communication error that is typically handled by an
end-user device at a communication layer that is higher than
data link layer (I.2); monitoring the handling of said com-
munication error by said computing device; detecting that
said communication error was handled at the data link layer
(L2); based on said detecting, determining that said com-
puting device is a Virtual Machine (VM).

In some embodiments, the method may comprise: mea-
suring a time-to-live (TTL) value of packets transported
from said computerized service to said computing device;
based on said TTL value, determining whether said user,
who utilizes the computing device to interact with a com-
puterized service, (A) is a user interacting with a non-
virtualized computing device, or (B) is a Virtual Machine
(VM) running on top of a Virtual Machine Monitor (VMM).

In some embodiments, the method may comprise: mea-
suring a Transmission Control Protocol (TCP) window size
of said computing device; based on said TCP window size
of said computing device, determining whether said user,
who utilizes the computing device to interact with a com-
puterized service, (A) is a user interacting with a non-
virtualized computing device, or (B) is a Virtual Machine
(VM) running on top of a Virtual Machine Monitor (VMM).

In some embodiments, the method may comprise: storing
in a repository profiles of multiple computing stacks of
Virtual Machines (VMs); during the communication session
between said computerized service and said computing
device, generating an ad-hoc computing stack profile of said
computing device; if the ad-hoc computing stack profile of
said computing device matches a previously-stored profile
of computing stack of Virtual Machine (VM), then deter-
mining that said computing device is a Virtual Machine
(VM.
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In some embodiments, the method may comprise: storing
in a repository profiles of multiple computing stacks of
non-virtualized computing platforms; during the communi-
cation session between said computerized service and said
computing device, generating an ad-hoc computing stack
profile of said computing device; if the ad-hoc computing
stack profile of said computing device matches a previously-
stored profile of a computing stack of non-virtualized com-
puting platform, then determining that said computing
device is a non-virtualized computing platform.

In some embodiments, the method may comprise: esti-
mating two or more parameters of a computing stack of said
computing device; generating a weighted score based on
said two or more parameters of the computing stack of said
computing device; if the weighted score matches a previ-
ously-calculated score that typically characterizes a Virtual
Machine (VM), then determining that said computing device
is a Virtual Machine (VM).

In some embodiments, the method may comprise: causing
said computing device to perform a processing-intensive
process, and monitoring progress of said processing-inten-
sive process; based on monitored progress of said process-
ing-intensive process, estimating whether said computing
device is a single-core computing device or a multiple-core
computing device; if it is estimated that said computing
device is a single-core computing device, then determining
that said computing device is a Virtual Machine (VM).

In some embodiments, the method may comprise: causing
said computing device to perform a resource-overloading
process, and monitoring progress of said resource-overload-
ing process; based on monitored progress of said processing-
intensive process, estimating whether said computing device
is a high-resource computing device or a low-resource
computing device; if it is estimated that said computing
device is a low-resource computing device, then determin-
ing that said computing device is a Virtual Machine (VM).

In some embodiments, the method may comprise: causing
said computing device to invoke a process that attempts to
directly access a graphics card of said computing device;
monitoring whether or not said process successfully
accessed directly the graphics card of said computing
device; if it is detected that said process did not successfully
access directly the graphics card of said computing device,
then determining that said computing device is a Virtual
Machine (VM).

In some embodiments, the method may comprise: causing
said computing device to invoke a process that attempts to
draw a particular on-screen graphic item that can be drawn
only by direct access to a graphics card of said computing
device; monitoring whether or not said process successfully
drew said graphic item; if it is detected that said process did
not successfully draw said graphic item, then determining
that said computing device is a Virtual Machine (VM).

Modules, elements, systems and/or sub-systems described
herein may be implemented by using hardware components
and/or software modules; for example, utilizing a processor,
a controller, an Integrated Circuit (IC), a logic unit, memory
unit, storage unit, input unit, output unit, wireless modem or
transceiver, wired modem or transceiver, internal or external
power source, database or data repository, Operating System
(OS), drivers, software applications, or the like. Some
embodiments may utilize client/server architecture, distrib-
uted architecture, peer-to-peer architecture, and/or other
suitable architectures; as well as one or more wired and/or
wireless communication protocols, links and/or networks.

Although portions of the discussion herein relate, for
demonstrative purposes, to wired links and/or wired com-
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munications, some embodiments of the present invention are
not limited in this regard, and may include one or more
wired or wireless links, may utilize one or more components
of wireless communication, may utilize one or more meth-
ods or protocols of wireless communication, or the like.
Some embodiments may utilize wired communication and/
or wireless communication.

Functions, operations, components and/or features
described herein with reference to one or more embodiments
of the present invention, may be combined with, or may be
utilized in combination with, one or more other functions,
operations, components and/or features described herein
with reference to one or more other embodiments of the
present invention.

While certain features of the present invention have been
illustrated and described herein, many modifications, sub-
stitutions, changes, and equivalents may occur to those
skilled in the art. Accordingly, the claims are intended to
cover all such modifications, substitutions, changes, and
equivalents.

What is claimed is:
1. A method comprising:
determining whether a user, who utilizes a computing
device to interact with a computerized service, (A) is a
user interacting with a non-virtualized computing
device, or (B) is a Virtual Machine (VM) running on
top of a Virtual Machine Monitor (VMM);

wherein the determining comprises:

generating and introducing an interference into a com-
munication session between the computerized service
and the computing device;

monitoring response of the computing device to said

interference;

based on the monitored response, determining whether

said user, who utilizes the computing device to interact
with a computerized service, (A) is a user interacting
with a non-virtualized computing device, or (B) is a
Virtual Machine (VM) running on top of a Virtual
Machine Monitor (VMM).

2. The method of claim 1, wherein generating the inter-
ference comprises duplicating a packet in said communica-
tion session between the computerized service and the
computing device; wherein the determining comprises:

based on the response of the computing device to said

interference of a duplicated packet, determining
whether said user, who utilizes the computing device to
interact with a computerized service, (A) is a user
interacting with a non-virtualized computing device, or
(B) is a Virtual Machine (VM) running on top of a
Virtual Machine Monitor (VMM).

3. The method of claim 1, wherein generating the inter-
ference comprises intentionally dropping a packet in said
communication session between the computerized service
and the computing device; wherein the determining com-
prises:

based on the response of the computing device to said

interference of a dropped packet, determining whether
said user, who utilizes the computing device to interact
with a computerized service, (A) is a user interacting
with a non-virtualized computing device, or (B) is a
Virtual Machine (VM) running on top of a Virtual
Machine Monitor (VMM).

4. The method of claim 1, wherein generating the inter-
ference comprises inserting an error code into said commu-
nication session between the computerized service and the
computing device;
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wherein the determining comprises: based on the response
of the computing device to said interference of error
code insertion, determining whether said user, who
utilizes the computing device to interact with a com-
puterized service, (A) is a user interacting with a
non-virtualized computing device, or (B) is a Virtual
Machine (VM) running on top of a Virtual Machine
Monitor (VMM).

5. The method of claim 1, wherein generating the inter-
ference comprises generating network congestion in said
communication session between the computerized service
and the computing device;

wherein the determining comprises: based on the response

of the computing device to said interference of network
congestion, determining whether said user, who utilizes
the computing device to interact with a computerized
service, (A) is a user interacting with a non-virtualized
computing device, or (B) is a Virtual Machine (VM)
running on top of a Virtual Machine Monitor (VMM).

6. The method of claim 1, wherein generating the inter-
ference comprises slowing-down network transport in said
communication session between the computerized service
and the computing device;

wherein the determining comprises: based on the response

of the computing device to said interference of slowed-
down network transport, determining whether said
user, who utilizes the computing device to interact with
a computerized service, (A) is a user interacting with a
non-virtualized computing device, or (B) is a Virtual
Machine (VM) running on top of a Virtual Machine
Monitor (VMM).

7. The method of claim 1, wherein generating the inter-
ference comprises generating latency in said communication
session between the computerized service and the comput-
ing device;

wherein the determining comprises: based on the response

of the computing device to said interference of latency,
determining whether said user, who utilizes the com-
puting device to interact with a computerized service,
(A) is a user interacting with a non-virtualized com-
puting device, or (B) is a Virtual Machine (VM)
running on top of a Virtual Machine Monitor (VMM).
8. The method of claim 1, wherein generating the inter-
ference comprises generating a communication error that
causes a Virtual Machine Monitor (VMM) to handle the
communication error without passing the communication
error for handling by an underlying Virtual Machine (VM);
based on the handling of said communication error,
determining that the computing device is a Virtual
Machine (VM) running on a Virtual Machine Monitor
(VMM).

9. The method of claim 1, comprising:

generating a communication error that causes a packet to
be handled by both (i) a virtualized network card of a
Virtual Machine (VM), and (ii) a hardware network
card of a computer on which said Virtual Machine
(VM) is running;

detecting dual-handling of said packet due to said com-

munication error;
based on said dual-handling, determining that said com-
puting device is a Virtual Machine (VM).

10. The method of claim 1, comprising:

generating a communication error that causes a packet to
be handled by both (i) a virtualized driver of a Virtual
Machine (VM), and (ii) a non-virtualized driver of a
computer on which said Virtual Machine (VM) is
running;
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detecting dual-handling of said packet due to said com-
munication error;

based on said dual-handling, determining that said com-
puting device is a Virtual Machine (VM).

11. The method of claim 1, comprising:

determining whether said computing device is defined by
utilizing Network Address Translation (NAT) or by
utilizing bridged networking;

based on a determination that said computing device is
defined by utilizing Network Address Translation
(NAT), determining that said computing device is a
Virtual Machine (VM).

12. The method of claim 1, comprising:

generating a communication error that is typically
handled by an end-user device at a communication
layer that is higher than data link layer (L.2);

monitoring the handling of said communication error by
said computing device;

detecting that said communication error was handled at
the data link layer (L2);

based on said detecting, determining that said computing
device is a Virtual Machine (VM).

13. The method of claim 1, comprising:

measuring a time-to-live (TTL) value of packets trans-
ported from said computerized service to said comput-
ing device;

based on said TTL value, determining whether said user,
who utilizes the computing device to interact with a
computerized service, (A) is a user interacting with a
non-virtualized computing device, or (B) is a Virtual
Machine (VM) running on top of a Virtual Machine
Monitor (VMM).

14. The method of claim 1, comprising:

measuring a Transmission Control Protocol (TCP) win-
dow size of said computing device;

based on said TCP window size of said computing device,
determining whether said user, who utilizes the com-
puting device to interact with a computerized service,
(A) is a user interacting with a non-virtualized com-
puting device, or (B) is a Virtual Machine (VM)
running on top of a Virtual Machine Monitor (VMM).

15. The method of claim 1, comprising:

storing in a repository profiles of multiple computing
stacks of Virtual Machines (VMs);

during the communication session between said comput-
erized service and said computing device, generating
an ad-hoc computing stack profile of said computing
device;

if the ad-hoc computing stack profile of said computing
device matches a previously-stored profile of comput-
ing stack of Virtual Machine (VM), then determining
that said computing device is a Virtual Machine (VM).

16. The method of claim 1, comprising:

storing in a repository profiles of multiple computing
stacks of non-virtualized computing platforms;

during the communication session between said comput-
erized service and said computing device, generating
an ad-hoc computing stack profile of said computing
device;
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if the ad-hoc computing stack profile of said computing
device matches a previously-stored profile of a com-
puting stack of non-virtualized computing platform,
then determining that said computing device is a non-
virtualized computing platform.

17. The method of claim 1, comprising:

estimating two or more parameters of a computing stack
of said computing device;

generating a weighted score based on said two or more
parameters of the computing stack of said computing
device;

if the weighted score matches a previously-calculated
score that typically characterizes a Virtual Machine
(VM), then determining that said computing device is
a Virtual Machine (VM).

18. The method of claim 1, comprising:

causing said computing device to perform a processing-
intensive process, and monitoring progress of said
processing-intensive process;

based on monitored progress of said processing-intensive
process, estimating whether said computing device is a
single-core computing device or a multiple-core com-
puting device;

if it is estimated that said computing device is a single-
core computing device, then determining that said
computing device is a Virtual Machine (VM).

19. The method of claim 1, comprising:

causing said computing device to perform a resource-
overloading process, and monitoring progress of said
resource-overloading process;

based on monitored progress of said processing-intensive
process, estimating whether said computing device is a
high-resource computing device or a low-resource
computing device;

if it is estimated that said computing device is a low-
resource computing device, then determining that said
computing device is a Virtual Machine (VM).

20. The method of claim 1, comprising:

causing said computing device to invoke a process that
attempts to directly access a graphics card of said
computing device;

monitoring whether or not said process successfully
accessed directly the graphics card of said computing
device;

if it is detected that said process did not successfully
access directly the graphics card of said computing
device, then determining that said computing device is
a Virtual Machine (VM).

21. The method of claim 1, comprising:

causing said computing device to invoke a process that
attempts to draw a particular on-screen graphic item
that can be drawn only by direct access to a graphics
card of said computing device;

monitoring whether or not said process successfully drew
said graphic item;

if it is detected that said process did not successfully draw
said graphic item, then determining that said computing
device is a Virtual Machine (VM).
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